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Abstract— In a closed loop control system, a six-degree-of-freedom robot with a CCD-camera mounted on its end-effector, is operated. An object moves freely in 3D space (translation + rotation). The aim is to servo the camera on the object, so that the image of the object is always close to the “reference image”, defined by a given reference position of the object with respect to the camera.
Classical kinematics equations are first studied in order to determine the significant parameters of the problem. Two neural approaches are then proposed: in the first solution, a Multi-Layer Perceptron (MLP) is fed with the image coordinates of feature points and with previous robot commands. In the second solution, different neural input parameters are used, that are based on affine transformations between succeeding image coordinates. Results and comparisons with the classical approach (uniform and non-uniform translations of the object) are presented, and show the interest of the approach vs. classical methods.
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I. INTRODUCTION
This paper is concerned with the following visual task servoing problem: a 6 degree-of-freedom robot with a camera-in-hand is made to follow the movement of an object in the 3D space, as shown in Figure (1). An arbitrary picture of the object is first taken by the camera and is considered thereafter as the “reference image” associated to this “reference position” of the camera relative to the object. As the object moves, it is desired that the control system send commands to the robot, so that the relative position between the camera and the object should be as close as possible to its “reference position”. This task is said to be servoed visually, in the sense that the error criterion is the discrepancy between the current and the reference image.
In order to find a neural solution to this control problem, the pinhole camera model equations are first studied (Section 2). Then, in Section 3, the significant parameters of the problem are detailed, wherefrom two neural solutions are investigated (Section 4). Finally, Section 5 provides experimental results and comparisons with previous work. Section 6 draws conclusions on the neural approach.

II. PINHOLE CAMERA MODEL
The pinhole camera model is first presented in order to define which parameters are necessary in the equations of the system. These parameters will then be calculated using the equations of classical mechanics. The pinhole camera model can be defined as a convention defining the projection of points in 3D space onto...
the image plane, following the notation of Figure (2). Its main equations are:

\[
\begin{align*}
  u &= \frac{X_C}{s_x z_C} + u_0 = x + u_0 \\
  v &= \frac{Y_C}{s_y z_C} + v_0 = y + v_0
\end{align*}
\]

- where \((u, v)\) are the coordinates of point \(p\) on the image plane (in pixels),
- \((u_0, v_0)\) are the coordinates of the optical center on the image plane,
- \((X_C, Y_C, Z_C)\) are the coordinates of the object point \(P_C\) in the camera coordinate system,
- parameters \(s_x\) and \(s_y\) represent the pixel size, and \(f\) the focal length.

Derivation of image parameters \(u\) and \(v\) with respect to time yields:

\[
\begin{bmatrix}
  \frac{du}{dt} \\
  \frac{dv}{dt}
\end{bmatrix} = \begin{bmatrix}
  \frac{f}{s_x z_C} & 0 & -\frac{f X_C}{s_x z_C^2} \\
  0 & \frac{f}{s_y z_C} & -\frac{f Y_C}{s_y z_C^2}
\end{bmatrix} \begin{bmatrix}
  \frac{dX_C}{dt} \\
  \frac{dY_C}{dt}
\end{bmatrix}
\]

If we call \(I = [x\ y]^T\), we have:

\[
\frac{dI}{dt} = \begin{bmatrix}
  \frac{f}{s_x z_C} & 0 & -\frac{f X_C}{s_x z_C^2} \\
  0 & \frac{f}{s_y z_C} & -\frac{f Y_C}{s_y z_C^2}
\end{bmatrix} \tilde{V}_P^C
\]

Therefore \(\tilde{V}_P^C\), the speed of object point \(P_C\) in the camera frame, must be evaluated in order to write the system equations. Classical mechanics equations show that in the camera frame, the speed of an object point can be written as [5]:

\[
\tilde{V}_P^C = \tilde{V}_{O_C}^R + \omega(O/R) \times O_C P
\]

where \(\tilde{V}_{O_C}^R\) is the instantaneous rotation speed of object \(S\) with respect to \(E\). It is interesting to note that the two first terms can be interpreted as the influence of the absolute movement of the object in the camera frame, and the two last terms as the influence of the camera movement.

### III. Problem parameters

It is the fusion of the pinhole camera model with the classical mechanics approach that enables writing the problem equations.

#### A. Fundamental equation

The pinhole model described in Equation (1) shows that the speed of an object point \(P_C\) in the image depends only on the following parameters: its position in the image \((x, y)\), its depth in the camera frame \((Z_C)\), and its speed \(V_P^C\) in the camera frame. Remember that we said from Equation (2) that \(\tilde{V}_P^C\) is the sum of two distinct terms: one term which is due to the absolute movement of the object in the fixed frame, and another which is due to the movement of the camera. Hence we can write:

\[
\frac{dI}{dt} = \frac{dI_C}{dt} + \frac{dI_O}{dt}
\]

where \(\frac{dI_C}{dt}\) is the term associated with the object movement in the image due to camera movements only, and \(\frac{dI_O}{dt}\) is the term associated with the object movement in the image due to the object’s own movements.

Let us explain the value of \(\frac{dI_C}{dt}\): the movement of the camera in the absolute (or fixed) frame \(R\) produces a movement of the points in the image such that:

\[
\frac{dI_C}{dt} = \begin{bmatrix}
  \frac{f}{s_x z_C} & 0 & -\frac{f X_C}{s_x z_C^2} \\
  0 & \frac{f}{s_y z_C} & -\frac{f Y_C}{s_y z_C^2}
\end{bmatrix} \begin{bmatrix}
  -\tilde{V}_{O_C}^R \times \omega(C/R) \times O_C P
\end{bmatrix}
\]

which can be rewritten in matrix form:

\[
\frac{dI_C}{dt} = \begin{bmatrix}
  \frac{f}{s_x z_C} & 0 & -\frac{f X_C}{s_x z_C^2} \\
  0 & \frac{f}{s_y z_C} & -\frac{f Y_C}{s_y z_C^2}
\end{bmatrix} \times \begin{bmatrix}
  -1 & 0 & 0 & 0 & Z_C & Y_C \\
  0 & -1 & 0 & -X_C & 0 & X_C \\
  0 & 0 & 1 & -1 & 0 & 0
\end{bmatrix} \begin{bmatrix}
  \tilde{V}_{O_C}^R \\
  \omega(C/R)
\end{bmatrix}
\]

which gives, using the definitions of \(x\) and \(y\):

\[
\frac{dI_C}{dt} = B \begin{bmatrix}
  \tilde{V}_{O_C}^R \\
  \omega(C/R)
\end{bmatrix}
\]
where $B$ is the following $2 \times 6$ matrix:

$$B = \begin{bmatrix}
    -\frac{f}{S_x} S_y C & 0 & \frac{f}{S_y} C & \frac{f}{S_y} x y & \frac{S_y}{S_x} y & -\frac{S_y}{S_x} x
\end{bmatrix}$$

Finally, with notations introduced in (6) to give the estimation of $\bar{u}_C(t)$:

$$\bar{u}_C(t) = B^+(t) \{ I_{ref} - 3I(t-1) + 2I(t-2) \}
- B(t-1) \bar{u}_C(t-1) + 2B(t-2) \bar{u}_C(t-2)$$

where $B^+$ is the pseudo-inverse of $B$. Just before time $t$, parameters $I(t-1), I(t-2), \bar{u}_C(t-1)$ and $\bar{u}_C(t-2)$ are perfectly known. Moreover, it can be seen from Equation (5) that $B(t)$ depends on parameters $x(t), y(t)$ and $Z_C(t)$ only. $x(t)$ and $y(t)$ are easily deduced from $I(t)$, but the depth $Z_C(t)$ is more difficult to estimate. This is why most articles (see [2] and [3] for example) consider matrix $B$ as a constant, using the fact that, when the camera follows the object nicely, the current image is constantly close to the “reference image”. Therefore $B$ is calculated using the reference image, and its values are kept thereafter.

The simplified expression of $\bar{u}_C(t)$ is now estimated as:

$$\bar{u}_C(t) = B^+(t) \{ I_{ref} - 3I(t-1) + 2I(t-2) \}
- \bar{u}_C(t-1) + 2\bar{u}_C(t-2)$$

In [4] Papanikolopoulos proposed a method to estimate matrix $B$ at each iteration when the distance between the camera and the object is fixed and known, but judged that for full 3D tracking it is still an open problem.

IV. Neural solutions

We have seen that the classical solution to the visual task problem can be reduced to Equation (7), therefore merely requiring knowledge of $I_{ref}, I(t-1), I(t-2), \bar{u}_C(t-1)$ and $\bar{u}_C(t-2)$. Since these vectors clearly represent the significant parameters, it appears feasible to train (see [6] and [1] for more details concerning the training of neural networks) a neural network (namely a Multi-Layer Perceptron) to learn this control task. Furthermore, having trained the MLP, it would be interesting to compare its performances to those of the classical solution. The main problem here is to build a data base representative of the space of possible movements, such that the network responds correctly to any movement or any series of movements of the object.

A. The training set

The training set we want should consist of associated input and output vectors. Obviously, the output vector is a $6 \times 1$ vector representing the instantaneous
speed \( \tilde{u}_C(t) \). In order to give the neural network the same data as in the classical method, the inputs will consist of a vector containing \( I(t-1), I(t-2), \tilde{u}_C(t-1) \) and \( \tilde{u}_C(t-2) \). This is a \( 2 \times 6 + 4 \times N \) vector, as \( I \) represents the \( x \) and \( y \) coordinates of \( N \) characteristic points.

The method used to create the training set is described in [5]. Basically, it consists in choosing random movements of the object and of the camera, under some constraints, as illustrated on Figure 3. Since the object movement is not chosen perfectly uniform, the network learns to follow an object, even when its speed is changing. \( \tilde{u}_C(t) \) is computed in order that the reference position is obtained at time \( t+1 \).

\[ J(t) = I(t) - I_{ref} \]

Equation (7) can be rewritten as:

\[
\begin{align*}
\tilde{u}_C(t) &= B^+ \{ 2J(t-2) - 3J(t-1) \} - \tilde{u}_C(t-1) + 2\tilde{u}_C(t-2) \\
\end{align*}
\]

which shows that the significant parameters of this command equation are \( J(t-1), J(t-2), \tilde{u}_C(t-1) \) and \( \tilde{u}_C(t-2) \). These parameters are used as inputs to the first network. The training set previously mentioned comprises 2000 examples. An MLP with linear outputs is trained on this data: in our experiments, we used an object with \( N = 5 \) feature points (corners), presented in Figure (4). Therefore \( 2 \times N = 10 \) values are needed to represent every image difference \( J \), which makes a \( 2 \times 2 \times N + 2 \times 6 = 32 \) input vector for the network. The output \( \tilde{u}_C(t) \) comprises 6 units. A 32-input, 6-output MLP is created and trained on the database until the output error is sufficiently small; learning is considered optimal when the variance of the output errors of the network on the training set is smaller than the mean of the output errors of the classical approach [2] [3] on the same data.

C. Improving the neural approach

One disadvantage of the first neural approach, is that the size of the input layer is strongly dependent on the number \( N \) of characteristic points. Indeed, the size of input data such as \( J(t-1) = I(t-1) - I_{ref} \), where each \( I(t-1) \) represents the coordinates \((x_i^{t-1}, y_i^{t-1})\) of each of the \( N \) characteristic points, is obviously dependent on \( N \).

It would be interesting to replace parameter vectors \( J(t-1) \) and \( J(t-2) \) by other, more compact, parameters, that would still represent \( I(t-1), I(t-2) \) and \( I_{ref} \), but would not depend on \( N \). Instead of feeding the network with \( J(t-2) = I(t-2) - I_{ref} \), for example, one could use the parameters of the affine transformation (2D space to 2D space) that transforms \( I_{ref} \) into \( I(t-2) \).

Let \( P_i \) be a characteristic point of the object, and let \( P_{ref} \) be its reference position. The operation that transforms the 2D coordinates of \( P_i^{t-1} \) into the 2D coordinates of \( P_{ref}^{t-1} \) can be approximated by:

\[
\begin{bmatrix}
  x_i^{ref} \\
  y_i^{ref}
\end{bmatrix} = \begin{bmatrix}
  a & b \\
  c & d
\end{bmatrix} \begin{bmatrix}
  x_i^{t-1} \\
  y_i^{t-1}
\end{bmatrix} + \begin{bmatrix}
  e \\
  f
\end{bmatrix}
\]

or, under matrix form:

\[
I_{ref}^i = A I_{t-2}^i + D
\]

If image \( I(t-1) \) is not too different from image \( I_{ref} \), the relation between points at time \( t-2 \) and points in the reference image, is the same for all points:

\[
\forall i \in [1, N], \quad I_{ref}^i = A I_{t-2}^i + D
\]

Let \( G_{t-1} \) be the center of gravity of the 2D characteristic points in the image at time \( t-1 \) and let \( G_{ref} \) be their center of gravity in the reference position. We have:

\[
G(t-1) = \frac{1}{N} \sum_{i=1}^{N} I_{ref}^i
\]
\[ G_{\text{ref}} = \frac{1}{N} \sum_{i=1}^{N} I_{ref}^i \]

Relation (8) is still valid for the center of gravity:

\[ G_{\text{ref}} = AG_{t-1} + D \]

therefore we can express the unknown \( 2 \times 1 \) vector \( D \) as a function of \( A \):

\[ D = G_{\text{ref}} - AG_{t-1} \]

Replacing \( D \) in (9), we get:

\[ \forall i \in [1,N], \quad I_{ref}^i = AI_{t-1}^i + (G_{\text{ref}} - AG_{t-1}) \]

that is to say:

\[ \forall i \in [1,N], \quad [I_{ref}^i - G_{\text{ref}}] = A [I_{t-1}^i - G_{t-1}] \]

Denoting

\[ \bar{I}_{ref} = I_{ref} - G_{\text{ref}} \]

and \( \bar{I}_{t-1} = I_{t-1} - G_{t-1} \)

yields a very simple matrix equation:

\[ \forall i, \quad \bar{I}_{ref} = A\bar{I}_{t-1} \quad (10) \]

Thus, with

\[ K_{\text{ref}} = [\bar{I}_{ref}^1, \bar{I}_{ref}^2, ..., \bar{I}_{ref}^N] \]

and \( K_{t-1} = [\bar{I}_{t-1}^1, \bar{I}_{t-1}^2, ..., \bar{I}_{t-1}^N] \)

where \( K_{\text{ref}} \) and \( K_{t-1} \) are \( 2 \times N \) matrices, Equation (10) can be rewritten more globally:

\[ K_{\text{ref}} = AK_{t-1} \]

wherefrom we get

\[ K_{\text{ref}}K_{t-1}^T = A [K_{t-1}K_{t-1}^T] \]

Since at least 3 of the \( N \) characteristic points are not aligned, matrix \( K_{t-1}K_{t-1}^T \) is invertible, and we have

\[ A = K_{\text{ref}}K_{t-1}^T [K_{t-1}K_{t-1}^T]^{-1} \]

Hence \( D \) is calculated as

\[ D = G_{\text{ref}} - K_{\text{ref}}K_{t-1}^T [K_{t-1}K_{t-1}^T]^{-1}G_{t-1} \]

Similarly, it is possible to find the affine transformation \((A', D')\) between \( I(t-2) \) and \( I(t-1) \):

\[ \forall i \in [1,N], \quad I_{t-1}^i = A'I_{t-2}^i + D' \]

we obtain:

\[
A' = K_{t-1}K_{t-2}^T \left[ K_{t-2}K_{t-2}^T \right]^{-1} \\
D' = G_{t-1} - K_{t-1}K_{t-2}^T \left[ K_{t-2}K_{t-2}^T \right]^{-1}G_{t-2}
\]

Each matrix \( A \) or \( A' \) is composed of 4 parameters, and each vector \( D \) or \( D' \) of 2 parameters. Therefore, using \((A, A', D, D')\) as neural inputs\(^2\) instead of \((J(t-2), J(t-1))\), means using 12 parameters instead of \(4N\) parameters as before \((N\) being usually higher than 5, and always greater than 3).

The advantages are obvious: first, the size of the network input layer is reduced. Second, the size is no more dependent on \( N \), therefore if the image processing unit should miss a point at one iteration, the system could still work. Finally, this new representation makes the neural inputs more robust to noise (image processing errors).

V. EXPERIMENTS AND DISCUSSION

The first part of the experiments is concerned with uniform movement: the object translates at a constant speed, and the performance criterion is the average distance between the current position and the reference position of the \( N = 5 \) feature points over \( m \) samples:

\[
\text{error} = \frac{1}{m} \sum_{n=1}^{m} \sqrt{\frac{1}{N} \|I(n) - I_{\text{ref}}\|^2}
\]

Experiments have been done using simulation. In order to present more realistic experiments, the image pixels in \( I(n) \) are rounded up to the nearest even value. This simulates the case where the image size is divided by 2 in each direction in order to speed up image processing. Moreover, a uniform pixel noise between \(-1\) and \(1\) has been added to each pixel coordinate, so as to be as close as possible to real image processing system defects.

In order to show the performances of both the classical method and the neural approach, various object speeds have been tested: Figure (5a) shows the average error in pixels as a function of the translational speed, and the performance criterion is the average distance between the current position and the reference position of the \( N = 5 \) feature points over \( m \) samples:

\[
X_{\text{pos}}(n) = A \sin(2\pi fn)
\]

where \( n \) is the number of the sample. The amplitude \( A \) of the movement is set to 30cm, while the frequency

\(^2\)In practice, these values are normalized: the unit matrix is subtracted to \( A \) and \( A' \), and \( D \) and \( D' \) are divided by 100
f varies. For each frequency, a trial is performed for 1000 samples. The graph showing the average pixel error over 1000 samples, with respect to the associated frequency, is depicted in Figure (6a). Sinusoidal (therefore non-uniform) movements appear to prove that the neural approach can handle the problem in a satisfactory way. As is the case for uniform movements, the neural network can compete positively with the classical method, therefore showing its interesting and wide capabilities.

VI. Conclusion

In a visual task-reference problem, a robot with a camera mounted on its end-effector is used to follow the movement of an object in 3D space: the link between the camera and the object is desired to be rigid. After having identified the significant parameters, it is possible to design and train a two-layer perceptron dedicated to this control problem. The approach can be further improved by replacing the image features on network input with parameters that model image transformations. Doing this yields to faster training and better performances. Experiments, including highly non-uniform movements for the object, have been presented and compared with the classical method, showing the interest of the approach.
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