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Abstract

This paper describes a computer-aided detection and diagnosis system for breast cancer, the most common form of cancer among women, using mammography. The system relies on the Multiple-Instance Learning (MIL) paradigm, which has proven useful for medical decision support in previous works from our team. In the proposed framework, breasts are first partitioned adaptively into regions. Then, features derived from the detection of lesions (masses and microcalcifications) as well as textural features, are extracted from each region and combined in order to classify mammography examinations as “normal” or “abnormal”. Whenever an abnormal examination record is detected, the regions that induced that automated diagnosis can be highlighted. Two strategies are evaluated to define this anomaly detector. In a first scenario, manual segmentations of lesions are used to train an SVM that assigns an anomaly index to each region; local anomaly indices are then combined into a global anomaly index. In a second scenario, the local and global anomaly detectors are trained simultaneously, without manual segmentations, using various MIL algorithms (DD, APR, mi-SVM, MI-SVM and MILBoost). Experiments on the DDSM dataset show that the second approach, which is only weakly-supervised, surprisingly outperforms the first approach, even though it is strongly-supervised. This suggests that anomaly detectors can be advantageously trained on large medical image archives, without the need for manual segmentation.
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1 Introduction

Breast cancer is the most common form of cancer among women worldwide. Currently, mammography is the most effective tool for early detection of breast cancer, which increases the survivability of patients. In order to help radiologists interpret mammograms, many computer-aided detection
and diagnosis systems have been developed in recent years [1]. The purpose of Computer-Aided Detection (CADe) systems is to detect suspicious areas within the breast that the radiologist should look at. These systems usually involve detecting candidate lesions: masses or microcalcifications (MCs). The purpose of Computer-Aided Diagnosis (CADx) systems, which sometimes rely on CADe systems, is to help assess the risk of cancer based on the analysis of the detected (and possibly segmented) lesions. These systems usually involve characterizing the suspected lesions and building a classifier based on these characterizations [2].

Several publicly available mammography datasets can be used to train and evaluate CADe and CADx systems. The largest such dataset is the Digital Database for Screening Mammography (DDSM) [3]. In this dataset, mammography images come with a manual segmentation of the findings (e.g. masses and MCs), in addition to the radiologist’s report, which contains a description of each finding and a risk assessment for the patient. Using manual segmentations for supervision is expected to produce better CADe and CADx systems than simply using the radiologists’ reports. But in their daily practice, radiologists usually do not manually segment findings in images. So relying on manual segmentations prevents us from training those systems in large, real-live datasets. Training on very large datasets clearly has an advantage: as the size of the dataset increases, the algorithm learns a greater variety of lesions, so it is expected to generalize better. But different training paradigms are needed to cope with the lack of manual segmentations.

We reviewed the recent literature about CADe and CADx systems relying on the DDSM dataset for training and testing. First, all CADe systems rely on the manual segmentation of findings. This is true for the detection [4, 5, 6, 7, 8, 9, 10, 11], false positive reduction [12, 13, 14, 15, 16] and segmentation [17, 10] of masses. This is also true for the detection [6, 18] and segmentation [19, 20] of MCs. Most CADx systems, whether mass classification systems [21, 5, 22, 23, 24, 25, 26, 27, 28], MC classification systems [21, 26, 29], or malignant / non-malignant classification systems in general [30], also rely on those manual segmentations. A few CADx systems, however, have been proposed for the classification of images or examination records as a whole, using global labels for training and testing. One system estimates breast tissue density in images as a whole [31]. Three others estimate the risk assessment assigned to images as a whole [32] or to examination records as a whole [33, 34]. However, these systems, which rely on the content-based image retrieval paradigm [35], work as black boxes: they cannot indicate which parts of images induced the automatic diagnosis. In this paper, the goal is to recognize abnormal examination records, using global labels only, and to highlight abnormal regions whenever an abnormal examination record is detected.

The proposed solution relies on Multiple-Instance learning (MIL) [36]. MIL is a useful paradigm to solve image analysis problems where visual features are extracted locally in images, typically within image patches, but the labels used for supervision are assigned to images as a whole or even examination records as a whole. In recent studies, we have shown the relevance of MIL for both medical image and video analysis applications [37, 38]. Although the number of publications about MIL for medical image analysis is limited, the target is broad: pulmonary embolism and colon cancer detection [39], histopathology-based cancer diagnosis [40, 41, 42, 43], diabetic retinopathy diagnosis [37, 44, 40], breast ultrasound image classification [45], colitis detection [46], liver cancer recognition [47], dementia classification [48, 49], glandular tissue classification [50], tuberculosis diagnosis [51] and gastric cancer diagnosis [52]. Finally, MIL has also been applied to mammography images: MIL was used either for mass detection [53, 54] or for MC detection [55]. But MIL has never been used for anomaly detection in general, both at global and local level The advantage of MIL, over strongly-supervised CAD systems, is that clinicians are not required to manually segment mammograms in order to collect the ground truth required for training: examination reports are
enough for supervision. The implication is huge: because manual segmentation is not required, millions of mammograms could potentially be used for training in order to better capture the variability of mammograms.

In order to apply these algorithms to mammograms efficiently, each image must be divided into regions and a feature vector should be extracted from each region. An adaptive region definition framework is presented in section 2 and the investigated features are presented in section 3. It should be noted that in the particular case of mammography screening, the class label is not assigned to single images, but rather to mammography examinations, consisting of four images (one craniocaudal view and one mediolateral-oblique view of each breast). So a bag of instances groups together regions from four images: a specific solution is proposed for this scenario. The proposed MIL framework is presented in section 4 and experiments in the DDSM dataset are reported in section 5.

2 Partitioning the Breast into Regions

To apply MIL algorithms, images are usually partitioned into rectangular regions or “patches”. Because a large portion of mammograms is irrelevant (black background, labels, etc.), previous MIL-based systems for mammograms only defined regions inside the breast area (§2.2). For mass detection, regions with arbitrary shapes were considered: each region is a candidate mass [53]. This approach is not suitable for MC cluster detection: regions would be disconnected objects and may be too small to extract texture features for instance. Therefore, Li et al. defined rectangular regions within the breast area [55]. Because no specific lesion type is targeted in this paper, a general region definition is needed as well. It should be noted that, depending on the features that are extracted from each region, rectangular regions may not be suitable for mammography images. Typically, local shape features or texture features would be inconsistent inside regions intersecting the breast edges. One solution would be to consider regions strictly included inside the breast area, but then some lesions may be missed. Instead, we propose to define regions with adaptive shapes that fit the shape of the breast (§2.2). These regions are also defined with respect to the nipple (§2.3) so that a relevant region coordinate system can be defined for anomaly detection (§3.3).

2.1 Preprocessing Images (see Fig. 1 (a))

Before processing images, the first step is to map the gray levels in input images to optical densities [3], which are then encoded on 12 bits. Therefore, it is possible to process images acquired with various scanners, and possibly digitized with various digitizers. For faster breast segmentation and nipple detection, images are downsampled by a factor of 4 (the original definition is used for feature extraction in section 3).

2.2 Segmenting the Breast

To detect the breast area, bright areas need to be detected. But this is not enough: because image intensity decreases near the breast edges, these edges are usually dark. Nevertheless, breast edges are sharp, so detecting sharp areas as well ensures that breast are not under-segmented. Bright and sharp image areas are detected using a threshold $\delta_I$ on image intensities and a threshold $\delta_D$ on intensity derivatives (derivative filter radius: 8 pixels): $\delta_I = \delta_D = 1200$ (30% of the intensity range). To make sure noise is not enhanced with the derivative filter, the image is smoothed beforehand.
using a median filter (radius: 20 pixels). Holes, which may appear between sharp and bright areas in the resulting binary image are filled. Finally, the breast is defined as the largest connected component.

2.3 Finding the Nipple (see Fig. 1 (b)-(c))

Once the breast is segmented, the distance from each pixel in the breast to the nearest pixel on the breast edges (excluding the image border itself), is computed using the Maurer distance transform [56] (see Fig. 1 (b)). Ridges of this distance map are then detected using a Laplacian filter (radius: 4 pixels — see Fig. 1 (c)). It can be observed that the main ridge runs orthogonally to the breast edges and intersects those edges very close to the nipple. Bright ridge pixels are then fitted with a line, referred to as the main axis. A robust estimation of the nipple is given by the intersection of this line and of the breast edges.

2.4 Defining Regions (see Fig. 1 (d))

Image pixels are grouped together in regions with respect to their distance to the breast edges and to their distance to the nipple. The distance transform defined above is used to partition the breast into uniform intervals of distances to the breast edges. The breast is also partitioned into uniform intervals of Euclidean distances to the nipple; the same interval width Δ is used for both distances (parameter optimization is presented in section 5.4). Finally, the breast is partitioned into two halves, based on the main axis. Regions are defined as intersections of these partitions.

3 Feature Extraction

Three types of features are extracted from each region $R$ defined above. Following the CADe literature, features derived from the detection of masses and MCs are extracted (§3.1). Following the
CADx literature, texture features are also extracted from \( R \) (§3.2). Indeed, recent CADx algorithms predominantly focus on texture for the classification of lesions, patches, images or examination records. Texture features that were used for mammography CADx include Gabor wavelets [5, 26], derivatives of Gaussians [22], discrete wavelets and their derivatives (curvelets, contourlets) [33, 34, 26, 28], filters derived from a principal or independent component analysis [5], singular-value decomposition [31], gray-level difference matrices [26, 27], gray-level co-occurrence matrices and Haralick features [32, 26, 30], gray-level run-length matrices [26, 27] and local binary pattern histograms [27, 28]. Shape features are popular as well [23, 24, 25] but unlike textural features, which can be extracted directly from arbitrary regions, shape features require a fine segmentation of suspected lesions, which limits the generality of the proposed region-based approach. Finally, the coordinates of region \( R \) are also used as descriptors (§3.3).

3.1 Features Derived from Lesion Detection

3.1.1 Mass Detection

A recent topographic approach was used for mass detection [57]. An isocontour map is built for each mammogram using \( N_{mass} \) topographic levels. In this map, a salient region (e.g. a mass) forms a dense quasi-concentric pattern of contours. The structure of that mammogram is analyzed using an inclusion tree that is a hierarchical representation of the enclosure relationships between contours. The saliency of a region enclosed by a contour, corresponding to one vertex in the tree, is defined as the minimum nesting depth, i.e. the minimum distance from that vertex to a descendant leaf. A local mass probability \( p_{mass}(x) \) is defined at each pixel location \( p \); it is defined as the maximal minimum nesting depth computed for contours enclosing that pixel (see Fig. 2 (a)-(b)).

3.1.2 Microcalcification Detection

A novel solution was used for MC detection (see Fig. 2 (c)-(d)). The proposed algorithm also looks for salient objects, but at a smaller scale and with more subtle intensity variations. The solution relies on the Fast Radial Symmetry Transform (FRST) [58], a detector initially proposed for face detection. As the name suggest, this detector uses local image gradients to locate points of high radial symmetry, i.e. small roundish objects. A local radial symmetry index \( p_{MC}(x) \) is computed at each pixel location \( x \); this index is used as a local MC probability. It combines local gradients computed in one or several circular neighborhoods centered on that location; let \( S_{MC} \) denote the set of neighborhood radii. To our best knowledge, this detector has never been applied to MC detection before.

3.1.3 Feature vector

For each region \( R \) and each type of lesions \( l \), the complementary cumulative distribution function \( F_l \) of the local lesion probabilities \( (p_l(x))_{x \in R} \) is computed:

\[
F_l(X) = \frac{1}{|R|} \sum_{x \in R} 1_{p_l(x) > X}
\]

(1)

The feature vector describing \( R \) is defined as the concatenation of \( F_{mass} \) and \( F_{MC} \), discretized on \( L_{mass} \) and \( L_{MC} \) levels, respectively.
Figure 2: Local lesion probabilities. In Fig. a, the manual segmentation from DDSM is in green. In Fig. b and d, lesion probabilities are proportional to gray level intensities. In Fig. b, the minimum nesting depth is represented by the color of isocontours: warmer colors indicate larger depths.

3.2 Texture Features

Texture features from one of the following four well-known families are extracted from region $R$: gray-level co-occurrence matrices (GLCM) [59], the Haralick features based on those matrices (Haralick) [59], gray-level run-length matrices (GLRLM) [60] or histograms of local binary patterns (LBPH) [61]. To compute GLCM and GLRLM matrices, image intensities are first quantized on $Q_{\text{texture}}$ levels. Then, features are extracted at multiple scales and concatenated; let $S_{\text{texture}}$ denote the set of subsampling factors. To avoid the curse of dimensionality, the resulting feature vector is further compressed by a principal component analysis. The feature vector describing $R$ is defined as the first $L_{\text{texture}}$ principal components.

3.3 Region Coordinates

The region coordinates are two-dimensional: the first dimension derives from the distance to the breast edges, the second dimension derives from the distance to the nipple (§2.4).

To summarize, region $R$ is described by a $K$-dimensional feature vector, $K = L_{\text{mass}} + L_{\text{MC}} + L_{\text{texture}} + 2$. To facilitate classification, each feature is normalized (zero mean, unit standard deviation) and the normalized feature vectors are fed to various MIL-based classifiers.

4 Multiple-Instance Learning (MIL)

Multiple-instance learning generalizes supervised learning. In supervised learning, each instance is described by a feature vector and is associated with a class label. In MIL, each instance is also described by a feature vector. But in that case, the class label is not associated with an instance: it is associated with a bags of instances, containing an arbitrary large number of instances [36]. A bag is negative (i.e. “normal”) if and only if all its instances are negative. It is positive (i.e. “abnormal”) if and only if at least one of its instances is positive. In image processing, this representation is useful when images are divided into regions and a feature vector is extracted from each region: each feature vector is regarded as an instance and each image (or each examination record) is regarded as a bag of instances. If no manual segmentation is available for images, then only the class labels
of images (or of examination records) are known. From an MIL point of view, only the class labels of bags of instances are known.

4.1 Implemented MIL Algorithms

4.1.1 Categories of MIL Algorithms

Many algorithms exist for solving MIL problems [36, 40]. These algorithms can be classified into two main categories. In a first category, a global anomaly index is assigned to each bag of instances, but no local anomaly index can be assigned to each instance individually. The reason is that these algorithms rely on a global distance between distributions of instances. Among others, this category includes Citation \(k\)-NN [62] and mi-Graph [63]. In a second category, local anomaly indices are defined first and the global anomaly index results from these local indices. This paper focuses on the second category: in the proposed framework, we would like to highlight abnormal regions whenever a mammography examination is suspected to be abnormal.

4.1.2 Selected Algorithms in the Second Category

Five algorithms in the second category are evaluated in this paper: Diverse Density (DD) [64] and Axis-Parallel Rectangles (APR) [65], which were the first MIL solutions, mi-SVM and MI-SVM [66], which generalize the popular support-vector machines (SVM) [67] in the context of MIL, and MILBoost [68, 69], which generalizes the popular ensemble classifiers in that context. More MIL algorithms exist, but most of them are variations on these algorithms [36, 40].

4.1.3 notation

Let \(B_i\) denote the \(i\)th bag of instances in a training dataset and let \(y_i \in \{-1, 1\}\) denote its label. Let \(B_{ij}\) denote the \(j\)th instance in bag \(B_i\). Let \(I_k\) denote the \(k\)th feature of instance \(I_i, k = 1..K\).

4.2 Diverse Density (DD)

Diverse Density (DD) is a criterion used to search for one area of the feature space where, ideally, all positive bags have at least one instance but no negative bags have instances [64]. This area is defined as the neighborhood of a key instance \(\hat{I} = (\hat{I}_k)_{k=1..K}\). The optimal location of \(\hat{I}\) in feature space, as well as the feature weights \(\sigma = (\sigma_k)_{k=1..K}\) defining the optimal neighborhood, are found by maximizing \(DD(\hat{I}, \sigma)\):

\[
DD(\hat{I}, \sigma) = \prod_{i,y_i=1} \Pr(+|B_i, \hat{I}, \sigma) \times \prod_{i,y_i=-1} \Pr(-|B_i, \hat{I}, \sigma)
\]

\[
Pr(+|B, \hat{I}, \sigma) = 1 - \prod_j \left[1 - a'(B_j, \hat{I}, \sigma)\right]
\]

\[
Pr(-|B, \hat{I}, \sigma) = \prod_j \left[1 - a'(B_j, \hat{I}, \sigma)\right]
\]

\[
a'(I_i, \hat{I}, \sigma) = e^{-\sum_{k=1}^K [\sigma_k^2 (I_{ik} - \hat{I}_{ik})^2]}
\]  \[2\]

The optimal values for \(\hat{I}\) and \(\sigma\), namely \(\hat{I}^*\) and \(\sigma^*\), are found by a gradient ascent [64]. In this paper, \(N_{DD}\) gradient ascents are performed: each ascent is initialized by a randomly selected
instance within the positive bags and by unit weights; the solution maximizing $DD$ is retained.

The anomaly index of instance $I$ is defined as $a'(I, \hat{I}^*, \sigma^*)$. The anomaly index of bag $B$ is defined as $Pr(\{+B, \hat{I}^*, \sigma^*\})$, namely the noisy-OR of the instance anomaly indices.

4.3 Axis-Parallel Rectangles (APR)

The second algorithm looks for the smallest axis-parallel rectangle (APR) in feature space that contains no instances from negative bags but, ideally, contains at least one instance from each positive bag [65]. Three heuristics are proposed to define this APR. Experiments by the authors have proven the superiority of the “inside-out” heuristic, which starts from a seed point and then iteratively grows an APR from it to include more positive instances. Kernel density estimation is used to improve generalization while updating the bounds along each feature dimension: these probability density functions are used to define a continuous anomaly index $a(I)$ for each instance $I$. The anomaly index of bag $B$ is defined as $\max_j a(B_j)$.

4.4 Multiple-Instance Support Vector Machines

Two generalizations of the well-known strongly-supervised SVM algorithm have been proposed by Andrews et al. [66]. In a strongly-supervised setting, the hyperplane maximizing the separation between positive and negative instances in feature space (orthogonally to that hyperplane) is searched for. Using the so-called kernel trick, this hyperplane can also be searched for in a higher-dimensional feature space mapped by some kernel function $\phi$ (the popular Gaussian kernel was used).

4.4.1 mi-SVM

in the first weakly-supervised generalization, a joint optimization is performed: 1) a label $y_{ij} \in \{-1, 1\}$ is assigned to each instance $B_{ij}$ within each bag $B_i$ and 2) the optimal hyperplane w.r.t. these assignments is searched for [66]:

$$\min_{y_{ij}, w, b, \xi_{ij}} \left\{ \frac{1}{2} w^T w + C \sum_{i,j} \xi_{ij} \right\}$$

s.t. $\forall i, j : y_{ij} a''(B_{ij}, w, b) \geq 1 - \xi_{ij}, \xi_{ij} \geq 0$

$s.t. \forall i : \max_j y_{ij} = y_i$

$$a''(I, w, b) = (w^T \phi(I) + b)$$

These two optimization tasks are performed alternately until convergence. Initially, all instances from positive bags are assigned a positive label: an initial strongly-supervised SVM is trained. To cope with class imbalance, each class $C$ (‘negative’ or ‘positive’) is weighted by $1/|C|$. Then, instances classified negative by this initial classifier ($a''(I, w, b) < 0$) are assigned a negative label. Following the MIL definition, if all instances in some positive bag $B$ are assigned a negative label, the label of the instance maximizing $a''(B_j, w, b)$ is switched to positive. Then, a second strongly-supervised SVM is trained using the new assignments, and so on until convergence.

4.4.2 MI-SVM

in the second generalization, the goal is to maximize the separation between positive and negative bags (and not instances) in feature space. In that purpose, the algorithm focuses on the “most
positive” instance in positive bags and the “least negative” instance in negative bags. The optimal hyperplane is defined as follows:

\[
\begin{align*}
\min_{w, b, \xi} & \quad \frac{1}{2} w^T w + C \sum \xi_i \\
\text{s.t.} & \quad \forall i : y_i \max_j a''(B_{ij}, w, b) \geq 1 - \xi_i, \xi_i \geq 0
\end{align*}
\]

This algorithm also relies on two-step iterations. Because only one instance per bag matters, this second generalization of SVM is expected to be less suitable for detecting abnormal regions, but more suitable for detecting abnormal examinations as a whole.

In mi-SVM and MI-SVM, the anomaly index of instance \( I \) is defined as \( a''(I, w^*, b^*) \), where \( (w^*, b^*) \) denotes the optimal hyperplane. The anomaly index of bag \( B \) is defined as \( \max_j a''(B_j, w^*, b^*) \).

### 4.5 MILBoost

MILBoost generalizes boosting, a well-known ensemble learning framework [68]: in boosting, a strong instance classifier \( h \) is built by linearly combining multiple weak instance classifiers. In this paper, a weak classifier \( h_l \) derives from a single feature: \( h_l(I) = \text{sign}(\delta_l f_l - b_l) \), with \( \delta_l \in \{-1, 1\} \), \( f_l \in \{1, ..., K\} \) and \( b_l \in \mathbb{R} \). Weak classifiers are iteratively added to the strong classifier. At each iteration, a weight is assigned to each instance: this weight depends on the bag’s classification error using the current strong classifier. Then, one weak classifier \( h_k \) is trained per feature \( f_k \in \{1, ..., K\} \) w.r.t. the instance weights. Finally, the weak classifier minimizing \( \mathcal{L}(h \oplus h_k, \sigma \oplus \sigma_k) \), where \( \sigma_k \) is obtained by a line search and \( \oplus \) denotes the concatenation operator, is added to the strong classifier [70]:

\[
\begin{align*}
\mathcal{L}(h, \sigma) &= -\sum_{i, y_i = 1} \log p(B_i, h, \sigma) \\
&\quad - \sum_{i, y_i = -1} \log(1 - p(B_i, h, \sigma)) \\
p(B, h, \sigma) &= \text{softmax}(a''(B_j, h, \sigma)) \\
a''(I, h, \sigma) &= \frac{1}{1 + \exp(-2 \sum \sigma_j h_l(I))}
\end{align*}
\]

softmax denotes any soft (i.e. differentiable) approximation of the maximum function. Note that the noisy-OR function could be used, like in DD, but the generalized mean \( GM_r \) is recommended when the number of instances per bag is high [69]: \( GM_r(v) = (\sum_j v_j^r / \sum_j 1)^{1/r} \). The anomaly index of instance \( I \) is defined as \( a''(I, h^*, \sigma^*) \), where \( (h^*, \sigma^*) \) denotes the optimal strong classifier. The anomaly index of bag \( B \) is defined as \( p(B, h^*, \sigma^*) \).

### 4.6 Note on Anomaly Index Aggregators

It can be noted that different aggregators are used to combine instance anomaly indices into bag anomaly indices: the noisy-OR softmax function in DD, the exact maximum in APR, mi-SVM and MI-SVM, and the generalized mean softmax function in MILBoost. Although those three aggregators could be used indifferently for testing, they cannot be used indifferently for training. We decided to use the same aggregator for training and testing. These aggregators are referred to as ‘generalized max aggregators’ and denoted by gmax.
4.7 Mammography-Specific Anomaly Index Aggregators

These generalized max aggregators combine local anomaly scores computed for all regions of all four images inside an examination record, regardless of which image they come from. The fact that two images represent the same breast under two different views (CC = craniocaudal and MLO = mediolateral-oblique) is ignored. However, anomalies are often visible in both views, so if one anomaly is only detected in one view, chances are that it is a false alarm. Consequently, an improved global anomaly score $A(B)$ is proposed for $B$, the bag associated with the examination record:

$$A(B) = \max_{l \in \{left, right\}} \min_{v \in \{CC, MLO\}} \max_j a(B_{lv}^j)$$ \hspace{1cm} (6)

where $a(B_{lv}^j)$ is the local anomaly index of the $j^{th}$ region in the $v \in \{CC, MLO\}$ view of the $l \in \{left, right\}$ breast. If $\max$ is the max function, $\min$ denotes the min function. If $\max$ is a softmax function, $\min$ denotes the softmin function associated with $\max$: $1 - \max$ in the case of noisy-OR, $GM_{-r}$ in the case of the generalized mean $GM_r$. The proposed aggregators are referred to as ‘two-views aggregators’. For improved performance, these novel two-views aggregators are included into the learning procedure of each MIL algorithm, in place of the $\max$ function (see equations 2, 3, 4 and 5).

5 Experiments on the DDSM Dataset

These five MIL algorithms have been applied to anomaly detection in the Digital Database for Screening Mammography (DDSM), the largest publicly available mammography dataset, and compared to a strongly-supervised framework.

5.1 The DDSM Dataset

The Massachusetts General Hospital, the University of South Florida and the Sandia National laboratories have collected, for research purposes, a dataset of mammography examinations, called DDSM [3]. It contains mammography screening examinations conducted between October of 1988 and February of 1999 at four institutions: Massachusetts General Hospital (MGH), Wake Forest University School of Medicine (WFU), Sacred Heart Hospital (SH) and Washington University of St. Louis Medical Center (WU). Each examination record includes two images of each breast, corresponding to craniocaudal and mediolateral-oblique views, along with contextual data (patient age, acquisition and digitization dates, digitizer, etc.) and the radiologist’s report. Three digitizers were used: DBA, HOWTEK, LUMISYS. Additionally, each mammogram containing lesions comes with a manual segmentation roughly delineating each finding (a mass or a MC cluster) [3].

5.1.1 Normal versus Abnormal Examination Records

For the purpose of this study, examination records were divided into two groups: ‘abnormal’ examination records, which correspond to examination records with at least one benign or one cancerous finding, and ‘normal’ examination records, which correspond to examination records with no findings. Statistics are reported in table 1.
Table 1: Statistics about the DDSM dataset

<table>
<thead>
<tr>
<th>diagnosis</th>
<th>DBA</th>
<th>HOWTEK</th>
<th>LUMISYS</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal</td>
<td>430</td>
<td>183</td>
<td>82</td>
</tr>
<tr>
<td>abnormal</td>
<td>97</td>
<td>966</td>
<td>721</td>
</tr>
<tr>
<td>total</td>
<td>527</td>
<td>1149</td>
<td>803</td>
</tr>
</tbody>
</table>

5.1.2 Training and Test Subsets

for performance evaluation, this dataset needs to be partitioned into a training subset and a test subset: for each digitizer (DGA, HOWTEK, LUMISYS), one half of the examination records is assigned to the training subset, the other half is assigned to the test subset. Ten random training/test subset partitions were performed. The first partition was used to report optimal parameters and plot performance curves. All ten partitions were used for statistical comparisons between methods.

5.2 Performance of Mass and Microcalcification Detection

Manual segmentations from the DDSM training subset were used to evaluate the performance of mass and MC detection, as well as the performance of anomaly detection at local level (§5.3). In the DDSM dataset, a manually-segmented region of interest corresponds to one finding: either a mass or an MC Cluster (MCC). Let 'mass ROI' and 'MCC ROI' denote these regions of interest, respectively.

5.2.1 Mass Detection

Because each mass ROI contains a single mass, mass detection can be evaluated by a free-response ROC analysis: for various thresholds on the minimum nesting depth (§3.1), the percentage of mass ROIs intersecting a detection (i.e. the sensitivity) and the number of detections intersecting no mass ROI (i.e. the number of false positives) per pathological mammogram were determined. Here, an 'abnormal mammogram' refers to a mammogram from an 'abnormal' examination record. This experiment was performed for various numbers \( N_{mass} \) of topographic levels.

5.2.2 Microcalcification Detection

An MCC ROI often contains several MCs, so a different evaluation protocol was used to evaluate MC detection. A probability of presence was determined for each MCC ROI in the training subset. This probability was defined as the mean local probability inside the ROI (§3.1 and Fig. 2 (d)). For comparison, the mean local probability inside the breast area (§2.2) but outside any MCC ROIs was computed for each abnormal mammogram in the training subset. An ROC curve was obtained by varying a threshold on the mean local probability. This experiment was performed for various sets \( S_{MC} \) of filter radii.

Results obtained using our own implementations of the mass and MC detectors are reported in Fig. 3.
5.3 Criteria for the Evaluation of Anomaly Detection

For anomaly detection, performance was assessed separately for each digitizer [9]. The reason is that the distribution of normal and abnormal samples is very different from one digitizer to another (see table 1): if the system was able to recognize the specific digitization characteristics of each device, which may be possible since texture features are used, then a trivial classifier could be ‘{DBA} \rightarrow \text{normal}, \{HOWTEK, LUMISYS\} \rightarrow \text{abnormal}’ (sensitivity: 61.9\%, specificity: 94.6\%). So, one anomaly detector was trained for each combination of MIL algorithm, digitizer and texture feature family (see table 2).

At global level, the bag-level anomaly indices are evaluated against the anomaly scores assigned to mammography examinations as a whole (§5.1.1). By varying a threshold on the bag-level anomaly indices, sensitivity and specificity are determined and a ROC curve is obtained (see Fig. 4 (a)-(c)). Performance at global level is defined as the area under this ROC curve. At local level, the instance-level indices are evaluated against manual segmentations. By varying a threshold on the instance-level indices, a curve is obtained that shows the average fraction of the breast areas above this threshold (in all four mammograms) versus the sensitivity, i.e. the average fraction of abnormal examination records in which all mass and MCC ROIs are above this threshold (see Fig. 4 (d)-(f)). Performance at local level is defined as the area under this curve. Ideally, all mass and MCC ROIs should be above the threshold while, on average, only a small fraction of the breast areas is above it.

5.4 Parameter Optimization

Several feature extraction parameters need to be tuned, regardless of the classifier used: $\Delta$, the region size (§2.4), $N_{\text{mass}}$ and $L_{\text{mass}}$, the mass detection parameters (§3.1), $S_{\text{MC}}$ and $L_{\text{MC}}$, the MC detection parameters (§3.1), $Q_{\text{texture}}$, $S_{\text{texture}}$ and $L_{\text{texture}}$, the texture description parameters
(§3.2). For each training/test subset partition, parameters were tuned by two-fold cross validation to maximize the performance of anomaly detection at global level, averaged across algorithms and digitizers, in the training subset. The following parameter values were found optimal in the first training/test subset partition: $\Delta = 300$ pixels, $N_{\text{mass}} = 40$, $L_{\text{mass}} = 12$ levels, $S_{MC} = \{3, 4\}$, $L_{MC} = 8$ levels, $Q_{\text{texture}} = 24$ levels, $S_{\text{texture}} = \{2, 4\}$, $L_{\text{texture}} = 32$ components.

Each classifier also has undetermined parameters: the number $N_{DD}$ of gradient ascents for DD (§4.2), the kernel density parameter in APR (§4.3), the penalty parameter $C$ and the scale parameter of kernel $\phi$ for mi-SVM, MI-SVM and SVM (§4.4), the order $r$ of the softmax function for MILBoost (§4.5). For each combination of training/test subset partition, digitizer and texture family, the classifier parameters were tuned by two-fold cross validation to maximize the performance of anomaly detection at global level in the training subset.

5.5 Baseline Methods

5.5.1 Strongly-Supervised Version of this Framework

to assess the relevance of MIL, the standard, strongly-supervised SVM classifier [67] was also evaluated. Of course, this classifier was not trained using global labels: it was trained using manual segmentations. To train this classifier, a given instance was assigned a positive label if and only if the corresponding region intersects a mass ROI or an MCC ROI (§5.2). The class imbalance problem was managed like in multiple-instance SVM (§4.4). Instance and bag anomaly indices were also defined as in multiple-instance SVM.

5.5.2 Other Mammography CADe Systems

the proposed framework was also compared to two mammography CAD systems: 1) a mass detection and false positive reduction system by Kim et al. [27] and 2) a MC and MC cluster detector by Oliver et al. [71]. In Kim’s system, candidate masses are segmented using a topographic approach. A heterogeneous feature vector (texture, shape, intensity, spiculation) is then extracted from each candidate. Next, each candidate is classified as ‘mass’ or ‘normal tissue’ using a Sparse Representation Classifier (SRC). In Oliver’s system, local features are extracted using a bank of filters. Next, a boosted classifier (Gentleboost) is used to identify individual MCs. Finally, MC clusters are identified through a local integration of MC probabilities.

5.6 Performance of Anomaly Detection

Performance has been evaluated at global and local level, using either the gmax aggregators or the two-views aggregators. In each experiment, a single texture family was used, together with the lesion detection features and the region coordinates. For each training/test subset partition, one score was obtained per digitizer (§5.3) and the average $\bar{s}$ of these three scores was computed. Table 2 reports the mean of $\bar{s}$, as well as its standard error, over the ten partitions. For the first partition, the best global ROC curve and the corresponding local performance curve (§5.3) are reported in Fig. 4. Comparisons with Oliver et al. and Kim et al. are reported in table 3. For a fair comparison with Kim et al., which only detect masses, all examination records containing MCC ROIs have been discarded during the comparison. Similarly, all examination records containing mass ROIs have been discarded during the comparison with Oliver et al. During those comparisons, the two-
Figure 4: Anomaly detection performance using the two-views aggregators

views aggregators were used with the best texture feature families (bolded in table 2). Detection examples, obtained with mi-SVM and GLRLM features, are given in Fig. 5.

6 Discussion

A novel computer-aided detection and diagnosis system for mammography examinations was presented in this paper. A novel strategy for partitioning the breast adaptively into regions was proposed. In each region, features derived from the detection of masses and microcalcifications (MCs), as well as texture features, are extracted. Then, a Multiple-Instance Learning (MIL) algorithm (DD, APR, mi-SVM, MI-SVM or MILBoost) is used to recognize abnormal regions and map local anomaly labels to a global label (“normal examination record” or “abnormal examination record”) using a proposed mammography-specific aggregator. Supervision does not rely on manual segmentations, but simply on global labels assigned to examination records as a whole. This weakly-supervised framework is compared to a strongly-supervised framework where a standard SVM classifier is used to map each feature vector to a local label, and ultimately a global label; in that framework, supervision relies on manual segmentations of lesions. These two frameworks are compared in the Digital Database for Screening Mammography (DDSM).
At global level, DD clearly is the best MIL classifier for anomaly detection, followed by MI-SVM and mi-SVM (see table 2). These three MIL algorithms outperform the strongly-supervised SVM classifier ($p < 10^{-5}$, $p < 10^{-5}$ and $p = 9.98 \times 10^{-4}$, respectively). Because the DDSM dataset is rather large, we did expect MIL algorithms to reach the performance of a strongly-supervised algorithm, which is a very positive result in itself: it means that we do not need experts to manually segment images, a task that they usually do not perform in their daily practice. However, we did not expect these algorithms to outperform the strongly-supervised algorithm. One reason why MIL algorithms outperform a strongly-supervised classifier at global level may be that the general aspect of images is affected somehow by cancer. Typically, the texture of breast tissues may change even before MCs and masses appear. By design, these early modifications of tissues cannot be captured by a strongly-supervised classifier. MIL algorithms, which are not constrained by expert segmentations, can find other ways to recognize pathological images. We have shown that the proposed two-views aggregator, used both for training and testing, outperforms the standard generalized maximum (e.g. $p = 0.00665$ using DD and GLCM). At local level, mi-SVM outperforms DD, but not significantly ($p = 0.121$). More importantly, it outperforms strongly-supervised SVM ($p = 7.45 \times 10^{-3}$). Because we compared SVM to mi-SVM and MI-SVM, the direct MIL generalizations of SVM, using the same SVM engine (libSVM\(^1\)), the superiority of MIL over strong supervision cannot be attributed to algorithmic choices.

When the system is trained to focus on a single type of anomalies, masses or MCs, comparisons with other frameworks are possible (see table 3). The proposed framework is comparable to Kim et al.’s method for mass detection: it is slightly better at global level ($p = 0.0519$ using DD) and slightly worse at local level ($p = 0.428$ using mi-SVM). The advantages over Kim et al.’s framework are generality in terms or target lesion and, more importantly, weak supervision. The proposed

\(^1\)https://www.csie.ntu.edu.tw/~cjlin/libsvm/
framework outperforms Oliver et al.’s method for MCC detection both at global and local level ($p = 0.0124$ using DD and $p = 0.0263$ using mi-SVM, respectively).

Regarding texture, the optimal family of texture features changes a lot from one digitizer or one classifier to another. Although there is no clear winner, the GLCM and GLRLM features outperform Haralick and LBPH features in most scenarios. Of course, it is possible to combine several families of texture features to push performance further. Other improvements are possible: in particular, for simplicity, the proposed framework was limited to a binary risk assessment (“normal” versus “abnormal”). This is because MIL classifiers, and classifiers in general, are usually designed for two class problems. But the proposed framework may be generalized to multiple class problems (e.g. “normal” versus “benign” versus “cancer”).

To conclude, in line with our works on MIL for medical decision support, we have reported a computer-aided detection and diagnosis system for mammography screening. This study shows that MIL can help detect abnormal mammography examination records and locate anomalies within those records, which may be useful for attention focusing during mammography screening.
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Table 2: Anomaly detection performance — average area under the curve and standard error

<table>
<thead>
<tr>
<th>supervision</th>
<th>algorithm</th>
<th>level</th>
<th>aggregator</th>
<th>no texture</th>
<th>Haralick</th>
<th>GLCM</th>
<th>GLRLM</th>
<th>LBPH</th>
</tr>
</thead>
<tbody>
<tr>
<td>strong</td>
<td>SVM</td>
<td>global</td>
<td>gmax</td>
<td>0.740 ± 0.009</td>
<td>0.745 ± 0.007</td>
<td><strong>0.758 ± 0.008</strong></td>
<td>0.749 ± 0.008</td>
<td>0.741 ± 0.007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>local</td>
<td>gmax</td>
<td>0.898 ± 0.008</td>
<td>0.912 ± 0.008</td>
<td><strong>0.917 ± 0.007</strong></td>
<td>0.914 ± 0.008</td>
<td>0.901 ± 0.009</td>
</tr>
<tr>
<td>DD</td>
<td></td>
<td>global</td>
<td>two-views</td>
<td>0.761 ± 0.007</td>
<td>0.770 ± 0.008</td>
<td><strong>0.785 ± 0.007</strong></td>
<td>0.791 ± 0.007</td>
<td>0.757 ± 0.008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>local</td>
<td>two-views</td>
<td>0.773 ± 0.006</td>
<td>0.786 ± 0.008</td>
<td><strong>0.804 ± 0.007</strong></td>
<td>0.803 ± 0.007</td>
<td>0.770 ± 0.008</td>
</tr>
<tr>
<td>APR</td>
<td></td>
<td>global</td>
<td>gmax</td>
<td><strong>0.712 ± 0.010</strong></td>
<td>0.696 ± 0.009</td>
<td>0.707 ± 0.008</td>
<td>0.703 ± 0.011</td>
<td>0.704 ± 0.009</td>
</tr>
<tr>
<td></td>
<td></td>
<td>local</td>
<td>two-views</td>
<td>0.721 ± 0.009</td>
<td>0.703 ± 0.010</td>
<td>0.723 ± 0.007</td>
<td>0.720 ± 0.012</td>
<td>0.712 ± 0.010</td>
</tr>
<tr>
<td>weak</td>
<td>DD</td>
<td>global</td>
<td>gmax</td>
<td>0.751 ± 0.008</td>
<td>0.760 ± 0.009</td>
<td><strong>0.764 ± 0.008</strong></td>
<td>0.765 ± 0.007</td>
<td>0.752 ± 0.007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>global</td>
<td>two-views</td>
<td>0.769 ± 0.007</td>
<td>0.775 ± 0.007</td>
<td><strong>0.784 ± 0.008</strong></td>
<td>0.783 ± 0.007</td>
<td>0.763 ± 0.008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>local</td>
<td>two-views</td>
<td>0.912 ± 0.008</td>
<td>0.915 ± 0.008</td>
<td>0.930 ± 0.007</td>
<td><strong>0.936 ± 0.007</strong></td>
<td>0.909 ± 0.008</td>
</tr>
<tr>
<td>MI-SVM</td>
<td>global</td>
<td>gmax</td>
<td></td>
<td>0.759 ± 0.009</td>
<td>0.765 ± 0.007</td>
<td><strong>0.772 ± 0.007</strong></td>
<td>0.769 ± 0.007</td>
<td>0.765 ± 0.008</td>
</tr>
<tr>
<td></td>
<td>global</td>
<td>two-views</td>
<td></td>
<td>0.777 ± 0.008</td>
<td>0.780 ± 0.008</td>
<td><strong>0.800 ± 0.007</strong></td>
<td>0.785 ± 0.009</td>
<td>0.779 ± 0.007</td>
</tr>
<tr>
<td></td>
<td>local</td>
<td>two-views</td>
<td></td>
<td>0.896 ± 0.006</td>
<td>0.912 ± 0.008</td>
<td>0.908 ± 0.008</td>
<td>0.907 ± 0.008</td>
<td>0.904 ± 0.008</td>
</tr>
<tr>
<td>MILBoost</td>
<td>global</td>
<td>gmax</td>
<td></td>
<td>0.723 ± 0.010</td>
<td>0.716 ± 0.009</td>
<td><strong>0.742 ± 0.008</strong></td>
<td>0.742 ± 0.010</td>
<td>0.733 ± 0.007</td>
</tr>
<tr>
<td></td>
<td>global</td>
<td>two-views</td>
<td></td>
<td>0.741 ± 0.008</td>
<td>0.730 ± 0.008</td>
<td>0.755 ± 0.008</td>
<td><strong>0.759 ± 0.007</strong></td>
<td>0.743 ± 0.008</td>
</tr>
<tr>
<td></td>
<td>local</td>
<td>two-views</td>
<td></td>
<td>0.815 ± 0.011</td>
<td><strong>0.837 ± 0.009</strong></td>
<td>0.835 ± 0.011</td>
<td>0.832 ± 0.010</td>
<td>0.825 ± 0.010</td>
</tr>
</tbody>
</table>

Table 3: Mass and MCC detection performance — average area under the curve and standard error

<table>
<thead>
<tr>
<th>mass detection</th>
<th>texture features</th>
<th>DD</th>
<th>APR</th>
<th>mi-SVM</th>
<th>MI-SVM</th>
<th>MILBoost</th>
<th>Kim et al. [27]</th>
</tr>
</thead>
<tbody>
<tr>
<td>global level</td>
<td>0.809 ± 0.007</td>
<td>0.723 ± 0.008</td>
<td>0.790 ± 0.007</td>
<td>0.806 ± 0.008</td>
<td>0.784 ± 0.007</td>
<td>0.795 ± 0.008</td>
<td></td>
</tr>
<tr>
<td>local level</td>
<td>0.922 ± 0.007</td>
<td>0.835 ± 0.010</td>
<td>0.945 ± 0.006</td>
<td>0.921 ± 0.007</td>
<td>0.835 ± 0.009</td>
<td>0.948 ± 0.007</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MCC detection</th>
<th>texture features</th>
<th>DD</th>
<th>APR</th>
<th>mi-SVM</th>
<th>MI-SVM</th>
<th>MILBoost</th>
<th>Oliver et al. [71]</th>
</tr>
</thead>
<tbody>
<tr>
<td>global level</td>
<td>0.800 ± 0.007</td>
<td>0.723 ± 0.008</td>
<td>0.790 ± 0.007</td>
<td>0.798 ± 0.008</td>
<td>0.749 ± 0.007</td>
<td>0.782 ± 0.007</td>
<td></td>
</tr>
<tr>
<td>local level</td>
<td>0.912 ± 0.009</td>
<td>0.803 ± 0.011</td>
<td><strong>0.923 ± 0.008</strong></td>
<td>0.907 ± 0.008</td>
<td>0.830 ± 0.008</td>
<td>0.905 ± 0.007</td>
<td></td>
</tr>
</tbody>
</table>