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Abstract

Automated detection of lesions in retinal images is a crucial step towards efficient early detection, or screening, of large at-risk populations. In particular, the detection of microaneurysms, usually the first sign of Diabetic Retinopathy (DR), and the detection of drusen, the hallmark of Age-related Macular Degeneration (AMD), are of primary importance. In spite of substantial progress made, detection algorithms still produce 1) false positives — target lesions are mixed up with other normal or abnormal structures in the eye —, and 2) false negatives — the large variability in the appearance of the lesions causes a subset of these target lesions to be missed —. We propose a general framework for detecting and characterizing target lesions almost instantaneously. This framework relies on a feature space automatically derived from a set of reference image samples representing target lesions, including atypical target lesions, and those eye structures that are similar looking but are not target lesions. The reference image samples are obtained either from an expert- or a data-driven approach. Factor analysis is used to derive the filters generating this feature space from reference samples. Previously unseen image samples are then classified in this feature space. We tested this approach by training it to detect microaneurysms. On a set of images from 2,739 patients including 67 with referable DR, DR detection Area Under the receiver-operating characteristic Curve (AUC) was comparable (AUC=0.927) to our previously published red lesion detection algorithm (AUC=0.929). We also tested the approach on the detection of AMD, by training it to differentiate drusen from Stargardt’s disease lesions, and achieved an AUC=0.850 on a set of 300 manually detected drusen and 300 manually detected flecks. The entire image processing sequence takes less than a second on a standard PC compared to minutes in our previous approach, allowing instantaneous detection. FROC analysis showed the superiority of this approach over a framework where false positives and the atypical lesions are not explicitly modeled. A greater performance was achieved by the expert-driven approach for DR detection, where the designer had sound expert knowledge. However, for both problems, a comparable performance was obtained for both expert- and data-driven approaches. This indicates that annotation of a limited number of lesions suffices for building a detection system for any type of lesion in retinal images, if
1 Introduction

Automated detection of lesions caused by disorders of the eye, especially Diabetic Retinopathy (DR) and Age-related Macular Degeneration (AMD), has rapidly expanded in the last decade. One important motivation is the need for reproducible, efficient, early detection, or screening, of large at-risk populations. In particular, there is a preponderance of evidence that early detection and timely treatment of DR, the most common cause of blindness in the working age population of the United States and of the European Union [1], can prevent visual loss and blindness in patients with diabetes [2, 3, 4]. Several projects aiming at identifying automatically the most at-risk patients, who should be seen by an expert, have thus been initiated (EyeCheck in Amsterdam, Ophdiat/TeleOphta in Paris, etc.).

Most efforts have focused on automatically detecting the lesions in color fundus photographs, as this is a non-invasive and cost-effective modality [5, 6, 7]. One study of a large screening dataset has shown that, even though some automated detection algorithms achieve a detection performance comparable to that of human experts, further improvements are desirable before their translation into clinical practice [8]. A primary step in automated detection of DR is the detection of microaneurysms [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21], which are highly pathognomonic and often the first sign of DR, although it has been shown that detecting other lesions can improve DR detection performance [22, 23]. In order to compare the algorithms from various groups around the world, the first automated microaneurysm detection competition (the 2008 Retinopathy Online Challenge (ROC)) was recently held, and showed that human experts are still performing better at the lesion level [24]. In particular, all participating methods failed to sufficiently differentiate lesions from retinal blood vessels: when a more sensitive setting was used, false positives occurred on the
vessels, while when a specific setting was used, lesions connected to or close to the vasculature were missed.

Several automated detection algorithms for detecting the lesions of AMD, the most common macular disease associated with aging [25] and the most important cause of blindness and visual loss in the developed world, have also been published. In particular, these efforts have focused on drusen, the hallmark of AMD [26, 27, 28, 29, 30]. One of the main challenges in detecting drusen is the ability to differentiate them from bright lesions caused by other diseases, in particular, DR’s exudates and cotton wool spots, as well as subtle, drusen-like lesions such as the flecks related to Stargardt’s disease [31]. AMD tends to occur in older patients than Stargardt’s disease, but both the individual drusen and flecks as well as their distribution are very similar.

We call negative lesion confounders those structures that are similar looking, but not the target lesion: vessel portions in the microaneurysm case, and exudates, cotton-wool spots and Stargardt flecks in the drusen case. We call positive lesion confounders that subset of target lesions that are easily missed because they have specific properties that are substantially different from the standard case, but should still be detected: in the case of microaneurysm detection, these are microaneurysms close to major vessels. In other words, negative (resp. positive) lesion confounders are the false positives (resp. false negatives) of simple detectors. The ROC experience shows that these lesions are hardly detected if they are not specifically modeled. In both cases, lesions that are very proximate to other lesions, including being fused with these other lesions, also are positive lesion confounders.

We propose in this paper an optimal filter framework to solve any lesion segmentation and differentiation problems in retinal images, including but not limited to microaneurysm detection and drusen versus flecks differentiation. The presented method is fast. A fast algorithm has advantages: it allows instantaneous feedback to the camera operator and, when it does not pose ethical issues, to the patient.

Previous studies have always dealt with the confounder problem with confounder-specific procedures [16] or confounder-specific features [15, 29, 30]. Instead, our optimal filter framework automatically generates features adapted for differentiating target lesions, including atypical target lesions, from negative lesion confounders. The proposed framework relies on the generation of a set of filters matched both to the lesions and to common positive as well as negative lesion confounders. The design of these filters is defined as either one of the following:

- 1) expert-driven: a mathematical model is designed by a human modeler for both lesions and lesion confounders, and the model parameter space is subsequently traversed to generate (different) artificial image samples

- 2) data-driven: a set of annotated image samples is used.

The set of filters then emerges from the samples obtained under 1) or 2) [32]. The framework has been generalized to the design of emergent color filters [33, 34]. On one hand, modeling the lesions mathematically is convenient in the sense that only a couple of representative images are required for training: the modeler (usually an experienced programmer) is able to generalize out of verbal descriptions by clinicians and a small number of samples. Moreover, no additional annotations are required each time the method is applied to a new dataset. On the other hand, deciding how to model the target lesions is subjective and biased, and a good description may not (yet) be available. Therefore, a design dependent only on manual annotations is attractive, as it makes the proposed approach immediately applicable to a wider range of lesion detection problems, and any modeling bias is avoided.
The purpose of this paper is to illustrate the proposed optimal filter framework and perform numerical tests of detection performance of detecting microaneurysms and drusen in retinal images.

2 Filter generation

The proposed approach, summarized in Fig. 1, relies on the generation of an optimal set of filters to differentiate lesions, as well as positive and negative lesion confounders. An optimal filter framework for detecting target lesions involves obtaining a representative set of samples from these three categories of objects, and deriving from these samples a set of filters, or a basis, that optimally represents them.

Ideally, the representative set of samples would uniformly describe the space of all possible lesion samples, as well as the space of possible negative lesion confounders. However, we cannot sample all the possible lesions from all possible images that might be erroneously classified as target lesion: therefore we sample the negative lesion confounders whose erroneous detection as positive lesions significantly impacts the classification performance. In other words, we only sample the most common lesion confounders. As explained above, both an expert driven and data-driven design approach is used in order to obtain samples representative of the lesion of interest, as well as samples from positive lesions confounders, negative lesions confounders or any combination of these.

The expert-driven approach, as discussed in the introduction is presented in section 2.1, while the data-driven approach is presented in section 2.2. Both result in representative samples, and optimal filters are then generated as described in section 2.3, regardless of the approach used to generate the samples.

2.1 Mathematical model based sample generation

In the expert-driven approach, a modeler translates verbal descriptions with clinicians, as well as intensity distributions in a limited number of samples selected by the clinicians, into mathematical equations.

The modeler is able to generalize out of a few samples. For example, if he/she sees linear vessel portions with a few different orientations, he/she can guess that in other images, linear vessel portions with slightly different orientations and slightly different sizes may also occur, and are thus also vessels. The modeler can also discriminate relevant information from noise, such as background intensity variation, compression artifacts, high frequency noise, so a priori fewer samples are required to obtain a representative set.

For the segmentation and differentiation problems studied in this paper (microaneurysm and drusen detection), the mathematical models were defined by one of the authors (GQ), a non-clinician, for typical lesions, for positive lesion confounders, if any were identified, and for negative lesion confounders, if any were identified. They rely on a continuous model of the intensity distribution of the lesions. In these models, pixel intensities along a line segment were modeled with a generalized Gaussian function with scale parameter $\alpha$. Let $R$ denote the distance to the pixel with maximal intensity in a line segment and let $r = R/\alpha$ denote the normalized distance. Pixel intensity in the line segment is given by:

$$\text{intensity}(r; \beta, \delta) = \delta e^{-r^\beta}$$

Note that asymmetric objects can be modeled with this formula: the value for $\alpha$ simply needs to be direction-dependent. $\beta$ characterizes the sharpness of the contours; more or less sharp contours...
can be modeled by varying $\beta$: small values of $\beta$ generate peaks, $\beta=2$ generates Gaussian profiles and high values of $\beta$ generate plateaus, which may be relevant for modeling exudates for instance. $\delta$ is the amplitude ($\delta = 1$ for drusen, $\delta = -1$ for microaneurysms).

For instance, the typical intensity distribution for both microaneurysms and drusen is modeled as:

$$\text{typical}(x, y; \alpha_1, \alpha_2, \beta, \theta) = \text{intensity}(r; \beta, \delta)$$

$$u = x \cos(\theta) + y \sin(\theta)$$

$$v = -x \sin(\theta) + y \cos(\theta)$$

$$r = \sqrt{\left(\frac{u}{\alpha_1}\right)^2 + \left(\frac{v}{\alpha_2}\right)^2}$$

The complete list of intensity distribution models for lesion confounders is described in sections 2.1.1 and 2.1.2 for microaneurysm detection and in sections 2.1.3 and 2.1.4 for drusen detection. Examples of image samples and samples derived from these models are given in Fig. 2 for illustration.

2.1.1 Common negative lesion confounders for microaneurysm detection

The first negative microaneurysm confounder is a linear vessel portion.

$$\text{linearVessel}(x, y; \alpha, \beta, \theta) = \text{intensity}\left(\left|\frac{v}{\alpha}\right|; \beta, -1\right)$$

The second lesion confounder is a vessel branch: three linear segments, modeled by equation 6, meet at the center of the model $I$, where the three intensity distributions, $I_1$, $I_2$ and $I_3$, are fused. It is empirically expressed as $I = (I_1 + 1)(I_2 + 1)(I_3 + 1) - 1$.

The last lesion confounder is a vessel crossing: two vessels, modeled by equation 6, meet at the center of the model, where the two intensity distributions, $I_1$ and $I_2$, are fused. Since the two vessels overlap, the intensity is darker at the center of the model $I$. It is empirically expressed as: $I = -\sqrt{I_1^2 + I_2^2}$. 
2.1.2 Common positive lesion confounders for microaneurysm detection

We modeled two types of positive lesion confounders: a microaneurysm either close to a vessel or connected to it and a microaneurysm either close to or joined to another microaneurysms. Both models are combinations of equations 2 and 6, possibly involving a translation; the amplitude and angle of the translation are parameters of the model.

2.1.3 Common negative lesion confounders for drusen detection

For drusen detection, we modeled one type of lesion confounders: Stargardt’s disease flecks, with a pisciform intensity distribution [31]:

\[
\text{fleck}_{u>0}(x, y; \alpha_1, \alpha_2, \beta, \theta) = \text{intensity}(r1; \beta, \delta) \\
\text{fleck}_{u\leq0}(x, y; \alpha_1, \alpha_2, \beta, \theta) = \text{intensity}(r2; \beta, \delta)
\] (7)

\[
r1 = \sqrt{\frac{u}{\alpha_1} + \left(\frac{v}{\alpha_2}\right)^2}
\] (9)

\[
r2 = \sqrt{\frac{u^2 + v^2}{\alpha_2^2}}
\] (10)

where \(\text{fleck}_{u>0}\) (resp. \(\text{fleck}_{u\leq0}\)) is the tail (resp. head) of the goldfish.

2.1.4 Common positive lesion confounders for drusen detection

We modeled one type of positive lesion confounders: drusen close to, or fused to, other drusen.

Once the intensity distribution of all the lesions and lesion confounders were modeled, samples were generated from each intensity distribution model as follows:

- the scale for the generated samples is selected based on the average size of the lesions and lesions confounders in a particular dataset. The generated image samples are defined as circular image patches of radius \(R\) times as wide as the average lesion size (we chose \(R = 3\) in this experiment). If the scale range for the target lesion is very important, then several classifiers can be trained, as described in this paper, using a different value for \(R\) in each classifier. It is important to chose a wide enough ratio \(R\), since, by definition, most negative lesion confounders look similar to the lesions at the center of the patch. What is most likely to discriminate lesions from negative lesion confounders is the periphery of the patch. Typically, for microaneurysm detection, vessel crossings may look similar to a microaneurysm at the center, but, as opposed to microaneurysms, there will be linear structures, oriented toward the center of the patch, at the periphery.

- for each parameter \(\pi_i\) of a model, a range \([\pi_i^{\min}; \pi_i^{\max}]\) of variation is manually measured by the modeler from a couple of representative images. For instance, to generate vessel branchings, there would be 9 parameters: \(\pi_1 = \alpha(I_1), \pi_2 = \beta(I_1), \pi_3 = \theta(I_1), \pi_4 = \alpha(I_2), \pi_5 = \beta(I_2), \pi_6 = \theta(I_2), \pi_7 = \alpha(I_3), \pi_8 = \beta(I_3), \pi_9 = \theta(I_3)\), where \(\alpha(I_j), \beta(I_j)\) and \(\theta(I_j)\) are the \(\alpha\), \(\beta\) and \(\theta\) in equation 6 corresponding to the \(j^{th}\) vessel branch, with intensity distribution \(I_j\).
• image patches are generated from each model by sampling the product space \( \prod_i [\pi_i^{\min}; \pi_i^{\max}] \) uniformly. The more reference samples we want to generate, the smaller the sampling step. Note that, although many parameters might be normally distributed across actual lesions, a uniform sampling of \( \prod_i [\pi_i^{\min}; \pi_i^{\max}] \) ensures that rare lesions are equally well characterized.

A color model was used to improve further the presented gray-level modeling of the lesions: the gray levels in the generated samples are mapped to colors, using a look-up table:

- intensity 0 is mapped to the average background color in the representative set of images \((R_{bg}, G_{bg}, B_{bg})\),
- intensity \(\delta\) (\(\delta = 1\) or \(\delta = -1\), see equation 1) is mapped to the average color at the center of the target lesions in the representative set of images \((R_{lc}, G_{lc}, B_{lc})\),
- intensity \(i\), between 0 and \(\delta\), is mapped to \((R_{bg} - i\delta(R_{bg} - R_{lc}), G_{bg} - i\delta(G_{bg} - G_{lc}), B_{bg} - i\delta(B_{bg} - B_{lc}))\).

2.2 Direct image sampling

Many aspects of the mathematical models described above are ad-hoc. Also, modeling is challenging, in particular if color is involved: a direct sampling color model simply requires sampling in the entire color space, instead of complex modeling of the interaction of color channel intensities. Hence, a data-driven or direct sampling approach has many advantages.

In direct sampling, the target lesions - both typical lesions and positive lesion confounders - are annotated by a human expert on a training dataset; the expert either indicates the center of the lesions, or segments the lesions. In the latter case, the candidate lesion detector, described in section 3.1, is used to find the center of the lesion within the segmented region. The set of sample images should represent all images and all local image variations that the proposed filter framework may encounter. The expert may not know what the negative lesions confounders are: the candidate lesion detector is used to identify them. In this study, \(\tilde{N}\) negative lesion confounders were selected at random among the false positives of the candidate detector, where \(\tilde{N}\) is the number of annotated (positive) samples.

2.3 Post-processing the reference samples

To maximize the performance of the proposed framework, the set of reference image samples for the typical lesions and the common positive or negative lesion confounders, collected as above, has to be as representative of all unseen samples as possible. In order to increase the representativeness of the reference samples, two initial steps are performed. First, the variability due to the noise potentially embedded in the reference samples is reduced (see section 2.3.1). Second, the generality of the reference samples is increased by a normalization step (see section 2.3.2).

2.3.1 Transformed space with increased signal-to-noise ratio

The presence of low-frequency noise (slow background intensity variation) and high-frequency noise (salt-and-pepper noise, compression artifacts, etc.) is a major problem for characterizing the appearance of lesions in retinal images. We project both the noise-free samples \(S\) and noisy samples \(S + \mathcal{N}\) into a transformed space where the signal-to-noise ratio is high, i.e. such as
\[ T(S) \approx T(S + N) \approx T(S + N'), \] where \( T \) is the transform operator, and \( N \) and \( N' \) are two realizations of a random noise. Such a transform has been described previously for retinal images [18]: image samples are correlated with horizontal and vertical Haar filters, dilated by a factor \( s \) to match the typical scale of the lesions (\( s=2 \) in our applications). In this transformed space, most of the high- and low-frequency noise has been removed.

### 2.3.2 Sample normalization

The representative samples (see sections 2.1 and 2.2) characterize the range of variations for the shape, the intensity and the color of the target lesions and lesion confounders. One of these parameters, the intensity of the object can easily be normalized across samples. After normalizing intensity, two objects that are similar except for intensity (e.g. they come from differently-contrasted image areas) become similar. Without normalization, we would need to collect \( N \) samples with intensity \( I_1 \) plus \( N \) samples with intensity \( I_2 \) plus \( N \) samples with intensity \( I_3 \), etc., to represent the variability of image samples in a given image dataset. Thanks to normalization, we can simply collect \( N \) samples with varying intensities and normalize them. One may think that losing the intensity information would imply a loss of classification performance: our experience shows that it actually increases classification performance (see Fig. 5). Normalizing the intensity of samples generated by a mathematical model is trivial: the intensity at the center of the model simply needs to be set to one. Normalizing the intensity of samples directly extracted from images, on the other hand, is not: for a reliable estimation of the lesion intensity, the intensity distribution in the target sample is matched to the intensity distribution in the average sample as explained hereafter. Let \( S \) (resp. \( S_0 \)) denote the target sample (resp. the average sample) projected in the transformed space of high signal-to-noise ratio (see section 2.3.1), and \( S(k) \) (resp. \( S_0(k) \)) denote its \( k^{th} \) element in lexicographical order. The coefficient \( \delta \) minimizing the sum of the squared errors between \( \delta \cdot S \) and \( S_0 \) is found using the least mean squared algorithm:

\[
\delta = \frac{\sum_k S(k)S_0(k)}{\sum_k S_0(k)^2}
\]

Finally, each coefficient \( S(k) \) is divided by \( \delta \).

### 2.4 Generating optimal filters from maximally representative image samples

The reference samples for lesions and lesion confounders, projected in the transformed space of high signal-to-noise ratio and subsequently normalized, are now maximally representative of all lesions and lesion confounders, provided that they are also projected into the transformed space and normalized. In the remainder of this section, “sample” stands for “sample projected in the transformed space of high signal-to-noise ratio and subsequently normalized”.

**Definition (\( \alpha \)-density):** \( S \), the set of representative samples, is said to be \( \alpha \)-dense in some set of samples \( T \) if, for any sample \( S \in T \), the distance from \( S \) to its nearest neighbor in \( S \), in the least square sense (i.e. the sample in \( S \) minimizing the L2-distance to \( S \)), is smaller than \( \alpha \) (\( \alpha > 0 \)).

Let \( \bar{\alpha} \geq 0 \) be the constant such that \( S \) is \( \bar{\alpha} \)-dense in \( \bar{T} \), the set of all possible target lesions, including its inner border (the set of positive confounders) and its outer border (the set of negative confounders).

By definition of the outer border of a region, any path from one point outside the region to one
point inside the region crosses the outer border before entering the region. It implies that the nearest neighbor in $\tilde{T}$ of any negative sample $S$ lies on the outer border (where reference samples are negative samples), when $\tilde{\alpha}$ tends towards 0. And by definition of inner border, the nearest neighbor in $S$ of any positive sample $S$ lies within the inner border (where reference samples are positive samples — either typical lesions or positive lesion confounders), when $\tilde{\alpha}$ tends towards 0. As a consequence, in the absence of time constraints, classifying a new sample $S$ comes down to finding its most similar samples in $S$, in the least square sense, and classification performance tends towards optimality as $\tilde{\alpha}$ tends towards 0. In other words, we could use the normalized transformed space described in section 2.3 as feature space for classification with a k-NN classifier. However, we would like to achieve close to instantaneous detection, as a consequence the dimensionality of the feature space has to be as low as possible. So we need to compress the sample space to a space with lower dimension $M$. The optimal compression framework, i.e. the one that minimizes the distortion due to compression, in the least square sense, for any dimension $M$, and therefore minimizes the error in the $L_2$-distance between any sample $S$ and its true nearest neighbor (i.e. its nearest neighbor in the original space — section 2.3), is Principal Component Analysis (PCA) [35]. PCA is a well-known orthogonal linear transformation that transforms the set of reference samples into a new coordinate system such that the greatest variance, by any projection of the data, comes to lie on the first coordinate, the second greatest variance on the second coordinate, etc. As a conclusion, as $\tilde{\alpha}$ tends towards 0 and as the percentage of variance explained by the first $M$ components tends towards 100%, the proposed frameworks tends towards optimality: the filters generating the “optimal feature space” can thus be derived through PCA; they are the first $M$ principal components.

In this study, the number $M$ of components is chosen so that 98% of the variance in the reference samples is explained by these $M$ components ($M=67$ for microaneurysm detection, $M=32$ for drusen versus flecks differentiation). Independent component analysis [32] has also been explored as a mean to generate an “optimal feature space”, but we found no differences with PCA, in terms of performance, in initial experiments [36].

## 3 Proposed lesion detector

Given a set of optimal filters, previously unseen images and image regions can be classified within this optimal feature space. A so-called risk of presence of the target lesion, as defined in section 3.2, is derived for each of the image samples; this risk can subsequently be used to segment the lesions in the image, or, to derive an automated probabilistic diagnosis for the entire image. Images are processed as follows:

1. a preprocessing step, described in section 3.1, is used to identify and normalize candidate target lesions in an image.

2. Each sample selected in the preprocessing step is input to the classifier after normalization. The risk of presence of the target lesion is computed by the classifier for that sample: a lesion risk map is thus obtained.

3. if the lesions need to be segmented, the risk map defined in step 2) is thresholded, and the connected foreground samples are identified using morphological labeling. Each connected component is regarded as an automatically detected lesion, and this lesion is assigned a risk value defined as the maximal samplewise risk of presence within the connected component.
4. if we need a probabilistic diagnosis for the entire image, the risks assigned to each automatically detected lesions are combined [22]: the resulting combined risk is referred to as the disease risk (see Fig. 1 bottom right box). When a single type of lesions is detected, the probabilistic diagnosis for the image can simply be defined as the maximum risk of presence of a target lesion: this is what was done in this study.

3.1 Candidate extraction

A candidate extraction step is required for both selecting reference negative lesion confounders in the direct sampling approach (see section 2.2) and selecting the samples that should be fed to the classifier when processing unseen images.

The first step to extract candidates in an input image is to transform the image as described in section 2.3.1. For each pixel \( p_{i,j} \) in the transformed image, the intensity of the potential lesion, within sample \( S_{i,j} \) with central pixel \( p_{i,j} \), is then estimated as described in section 2.3.2. If this intensity is outside the normal range of intensities for the target lesions — the range observed on the training set plus a margin —, \( p_{i,j} \) is rejected as a potential lesion center. Indeed, it is preferable to discard candidates with low intensity (the background): by chance, magnified background pixels might look similar to the target lesions; similarly, attenuated pigment clumps or attenuated small nevi might look like lesions, so candidates with an unusually high intensity should be discarded. If the lesion intensity is within that range, sample \( S_{i,j} \) is normalized (i.e. divided by the estimated intensity) before being further classified.

The specificity of this candidate extraction step needs to be arbitrarily high when it is used to select reference negative lesion confounders in the direct sampling approach (see section 2.2). Therefore, the candidates samples \( S_{i,j} \) are further selected using a manually tuned constant threshold \( \tau \) on the average pixel-to-pixel squared distance to the average transformed and normalized positive lesion sample (\( \tau = 0.3 \)). Note that this candidate extraction step is related to the classifier described in [18].

3.2 Defining risk of presence for a lesion

Since the set of filters generating the “optimal feature space” (see section 2.4) was derived from a representative set of lesions and lesion confounders, a straightforward approach to classify new image samples within the optimal feature space is to find the most similar representative samples within this space. A risk of presence \( \rho(S) \) is computed for each new sample \( S \) (\( S \) has been obtained as described in section 2.3). \( \rho(S) \) derives from the distance between \( S \) and the representative samples. To compute the distance between two samples \( S \) and \( R \), \( S \) (resp. \( R \)) is projected on each filter in the optimal set of filters (i.e. on each PCA component): a \( M \)-dimensional vector \( c(S) \) (resp. \( c(R) \)) is obtained. The distance between \( S \) and \( R \) is the Euclidean distance between \( c(S) \) and \( c(R) \). Approximate nearest neighbor search, based on k-d trees, was applied to find the most similar reference samples [37].

Once the \( k \) most similar samples \( (R_i)_{i=1..k} \) with label \( (l(R_i))_{i=1..k} \) have been found, \( \rho(S) \) is defined as follows:

\[
\rho(S) = \frac{1}{k} \sum_{i=1}^{k} l(R_i) \exp(-||R_i - S||)
\]

where \( l(R_i) = 1 \) if \( R_i \) is a target lesion (typical lesion or common positive lesion confounder) and \( l(R_i) = -1 \) if \( R_i \) is a common negative lesion confounder. This risk of presence ranges from -1 (high.
risk of being negative) to 1 (high risk of being positive). If the new sample is neither a typical lesion nor a lesion confounder, then the distance to the most similar reference samples is likely to be high. As a consequence, a risk close to zero should be measured. In particular, if background pixels are not discarded by the candidate selection step (described in section 3.1), it is likely that a risk close to zero is measured.

### 3.3 Trading off performance and complexity

If the set of reference samples is truly representative of the negative (resp. positive) lesion confounders, then by definition, false positives (resp. false negatives) should only occur for rare negative (resp. positive) lesion confounders. This implies that we can trade-off system performance and the system complexity by adjusting our definition of “common” and “rare” lesion confounders: as the number of modeled (expert-driven approach) or selected (data-driven approach) lesion confounders increases, the number of false positives and false negatives decreases, but computation time increases (see figure 6).

### 4 Experiments

The proposed system was tested on microaneurysm detection, for DR screening, in section 4.1 and drusen detection, for AMD detection, in section 4.2. If not mentioned otherwise, the computations are performed in the green channel of fundus images.

#### 4.1 Microaneurysm detection

The performance of the proposed framework at detecting microaneurysms was first evaluated at a lesion level, on a set of 100 deidentified images manually segmented by a clinician expert (MDA). Twenty-six of these images were taken from a DR screening program in the Netherlands [5]; these images were originally captured using a Canon CR5 nonmydriatic 3CCD camera at 45° field of view; and 74 were obtained at Dr. Abramoff’s retinal referral clinic; these images were captured using a Topcon TRC-50 at 45° field of view. The size of the images is 768×576 pixels and the field of view is approximately 540 pixels in diameter. 55/100 of the images contained lesions. In these images, a total of 858 red lesions were identified. The dataset is similar to the second set described in [15].

Half of the images in this dataset were used for training and the other half for testing. In order to validate the optimal fitting of the filters to the reference samples, the optimal filtering framework (including confounders) was also compared to an approach were analytical filters are selected to maximize the classification accuracy, by cross-validation, on the set of reference samples (“training set”). The analytical filters used in this experiment were typical: Gaussian derivatives and Gabor wavelets in color opponency space (see our use of these analytical filters for example in [34, 15]). All other aspects of the method (correlation and normalization of the data, k-NN classifier with the same risk) remained unchanged. The radius of the filters was set to 9 pixels for this application.

The optimal filters are reported in Fig. 3 a) and b) and a detection example is given in Fig. 4. The free-response receiver-operating characteristic (FROC) [38] curves of the different methods on the testing set are reported in Fig. 5.

The time complexity assessment of the method is presented in Fig. 6; the reported times are for a whole image. For each image, one sample was extracted around each pixel within the field of view,
Figure 3: Optimal filters found for microaneurysm detection (a), (b) and for drusen versus flecks classification (c), (d). The upper part (resp. the lower part) of each filter is correlated with vertical (resp. horizontal) Haar filters dilated by a factor of 2. This figure shows that similar sets of filters are obtained whatever method is used to collect the set of reference samples.
Figure 4: Example of microaneurysm detection by the proposed mathematical model based method in the macular region of a JPEG-compressed image used in the EyeCheck screening program.

Figure 5: FROC of microaneurysm detection in logarithmic scale. “Expert-driven approach - no confounders” shows the performance obtained with a simplified version of the proposed method [18] in which no lesion confounders were included in the set of reference samples; there were only 2 reference samples: a small and a large typical lesion (see equation 2). “Data-driven approach - any negative samples” shows the performance obtained if the negative reference samples are selected at random outside of the manually segmented regions, instead of being selected among the false positives of candidate selection (see section 2.2). “Data-driven approach - no normalization” shows the performance obtained if the normalization step described in 2.3.2 is omitted both for training and testing.
and about 2% of the samples were selected by the candidate extraction step. For convenience, we studied the time complexity of the mathematical model based approach (it is easier to increase the number of generated samples); similar computations times were obtained with the direct sampling approach.

Once the proposed method was calibrated at a lesion level, the performance of the best performing version of the proposed algorithm (the mathematical-model approach) was compared at an examination level to a re-implementation of Niemeijer’s method [15]. This experiment was carried out on a set of images from the same screening program [8, 5]. The size of images and that of the field of view are similar to the previous set. 2,739 consecutive examinations from diabetic patients on their first visit were selected from a set of first visits in 2008. Each examination consists of two images per eye (a macula-centered and an optic disc centered image). Sixty-seven of them were diagnosed with DR by a single retinal specialist, and the maximal microaneurysm presence risk measured within this set of four images was used as DR risk (see section 3). The receiver-operating characteristic (ROC) [39] of these two methods are reported in Fig. 7. Note that DR is considered referrable when a couple of lesions are seen by the expert, not when a single subtle lesion is present; lesions missed by the expert, as well as by the algorithm, are usually subtle.

4.2 Drusen detection

In the second application of the proposed framework, drusen are differentiated from Stargardt’s disease flecks. Thus, the lesions and lesion confounders appear in different image sets, and the problem is to differentiate the two types of lesions as to whether they are typical for AMD (drusen) or Stargardt’s disease (flecks). A set of 15 images of patients with AMD, all containing drusen, as confirmed by a clinician expert (MDA), and 15 images containing flecks as confirmed to have Stargardt’s disease by positive genetic testing for the ABCA4 haplotype were selected. Images were acquired with a Zeiss FF3 30-degree camera and recorded on Kodachrome film (ASA 100). Film-based images were scanned at 3456 x 2304 pixels, 12 bit depth, using a 3 color channel CCD scanner. The field of view is approximately 930 pixels in diameter. A set of 300 drusen and 300 flecks were manually annotated in these images and used as reference samples for the sampling approach. To validate the mathematical model approach, the 600 samples were used as a testing set. The radius of the filters was set to 13 pixels for this application. The optimal filters are reported in Fig. 3 c) and d). The ROC-s are reported in Fig. 8.

5 Discussion and conclusions

We presented and validated a novel, general, optimal filter framework for detecting target lesions in retinal images. It relies on the design of a set of filters optimally representing the typical target lesions, as well as the negative lesion confounders, i.e. lesions that are similar looking but not the target lesions, and the positive lesion confounders, i.e. lesions that are easily missed because they have specific properties that are substantially different from the standard case. In order to design the optimal filter set, image samples representative of the three types of lesions are collected and the filters are defined as the principal components of these samples. Special attention is given in the proposed approach to ensure the representativeness of the reference image samples. Two completely different approaches for obtaining these maximally representative samples are proposed and compared: an expert- and a data- driven approach. The optimal filter set is used as a reference
Figure 6: Time complexity assessment of the method on the microaneurysm detection problem — mathematical model based approach. The computation times have been obtained on a standard personal computer running at 2.26 GHz, using a varying number of principal components (PCs) and reference samples. Each vertex in Fig. (a) (resp. (c)), from left to right, corresponds to one curve in Fig. (b) (resp. (d)) from “299 samples” (resp. “5 PCs”) to “61373 samples” (resp. “200 PCs”). Sixty-seven PCs were used in (a) and (b) and 3,030 samples were used in (c) and (d).
Figure 7: ROC of microaneurysm detection at an image level on a set of 2,739 patient images, including 67 with referable DR.

to classify new image samples. Because the feature space spanned by these filters is compact, the classification procedure, based on an approximate nearest neighbor search, is fast. This property is particularly important in medical applications such as the instantaneous assessment of retinal diseases.

The optimal filter framework has been tested on the detection of two important lesions in eye disease: microaneurysms and drusen. Our results show that the detection performance achieved by the new optimal filter framework is comparable to that of previous algorithms presented by our group [15] (see Fig. 5 and 7), however the new method is much faster: each retinal image is processed in less than a second, as opposed to several minutes with the previous approach. This implies that instantaneous assessment of retinal images for DR is achievable, while maintaining the performance achieved by previously published algorithms. The results show that the optimal filter framework also has good performance in the differentiation of drusen from Stargardt’s disease flecks, illustrating its generality.

The optimal filter sets obtained varied little with the method through which they were obtained (see Fig. 3). The distribution of confounders types (e.g. round microaneurysms, elongated microaneurysms, vessel branching, etc.) in the expert-driven set of reference samples may differ from their distribution in the data-driven set. This difference of distribution can explain that the ordering of the principal components is changed. This being said, it mattered little whether the representative samples (from which the optimal filters are derived) are obtained from a mathematical model designed by a non-clinician domain expert, i.e. expert driven, or by directly sampling a representative set of images at locations annotated by one or more expert clinicians, i.e. data-driven, following the sampling procedure described in this paper. Thus, an optimal filter framework, with the set of domain optimal filters obtained directly from image samples, and only requiring expert clinician input for annotating, performs close (for DR detection) or equivalent (for drusen versus flecks...
differentiation) to a system in which the filters require the design of a model by a non-clinician expert. The data-driven approach is expected to generalize well to other retinal image analysis problems, and possibly, to other medical image analysis problems, because only limited clinician expert annotation effort is required, and no further domain knowledge is required on the designer of the framework. We have shown that use of color does not decrease performance despite widespread knowledge that the green channel gives best discrimination [40]. For the data-driven form of the optimal filter framework there is no need to exclude potentially irrelevant color channels a priori. The expert-driven approach was superior to the data-driven approach when the designer of the mathematical models (GQ) had sound non-clinician expert knowledge (microaneurysm detection). It shows that, if expert knowledge is available, it is possible to push performance further through mathematical modeling. Moreover, should the method be applied to a new dataset, we would just have to change the value of a few parameters, while in the data-driven approach additional annotation might have been required. In conclusion, although the mathematical modeling can lead to higher classification rates, it needs to be adapted to each lesion type or each particular type of confounders a dataset may contain; if one does not want to spend time designing new models, the data-driven approach should be used.

Finally, the results indicate that using a set of filters obtained from factorial coding of the data - in our case, PCA - may be superior, and at least equal, to the set of filters obtained through feature selection on a Gaussian derivative or Gabor wavelet or filterbank (see Fig. 5) [41, 15, 34, 29, 42]. We suspect that on average, across all object detection problems, from all of the potential filter sets in the filter, or feature, space, a small set Gabor or Gaussian derivative filters may be optimal, but that for specific object detection problems, a locally optimal, better performing filter set exists, and can be found in this space through the framework described in this paper. Such a tool for finding good image features automatically is advantageous for researchers: without it, they may spend hours looking through the existing image feature literature and never find satisfactory features.
This study has some limitations. First, Stargardt patients as a group tend to be younger than AMD patients, and so may have a more reflective Inner Limiting Membrane (ILM) than AMD patients. Although we primarily use shape, not color or intensity, as a feature, the difference in ILM reflectivity might influence the classification score reported in Fig. 8. Second, the reference standards used in all experiments were obtained by a single expert, which certainly affects performance. Finally, the proposed approach also has a limitation: if the scale range for the target lesion is very important, then several classifiers may have to be trained using a different size of samples each time.

Since a fast lesion detection algorithm is available, it will be possible in future works to analyze several frames of an eye fundus movie and combine lesion detections from consecutive analyzed frames, in order to improve detection performance. Several frames may be analyzed while the operator is shooting the movie, in order to give him/her some feedback: the algorithm could indicate parts of the retina where there might be lesions (based on automated analysis of previous frames) but where a finer analysis is needed to confirm.

In summary, a novel, general, optimal filter framework for the detection of lesions in retinal images, derived through factor analysis of the lesions and their confounders, has been presented in this paper and was successfully applied to two important retinal image analysis problems. Potentially, this optimal filter framework can be applied to other lesion detection problems in retinal images, where rapid system development and instantaneous performance are required.
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